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Abstract—We propose a technique for building optical packet
networks that does not require any buffering, any signalling or
header processing. Contentions are solved by means of an optical
device that allows the first packet to go through while blocking
others. Blocked packets are redirected back to their source nodes,
thus notifying the latter about the packet status. We describe the
design principles of the corresponding all-optical networks, assess
their performance and power consumption and give examples of
application in the context of access networks and data centers.

I. INTRODUCTION

Today’s optical technologies such as wavelength division
multiplexing (WDM) are mainly used to provide high-capacity
point-to-point links between electronic network nodes. While
optical transmission is able to cope with increasing traffic
demands, electronic switching is currently reaching fundamen-
tal limits in terms of processing speed, energy requirements
and port count [1]. The gap between high-speed optical trans-
mission and limited electronic processing can be bridged by
moving some switching functionalities to the optical domain.

Ideally, to match IP traffic and achieve high utilization, op-
tical switching should be performed at packet level. Proposed
Optical Packet Switching (OPS) solutions mimic electronic
IP networks. At each node, the information contained in the
packet header is extracted and processed electronically to make
the forwarding decision; meanwhile, the payload is stored
optically using fiber delay lines (FDL). Unfortunately, con-
tentions cannot be solved in the time domain, as in electronic
networks, due to the lack of optical random access memory
(RAM). Moreover, the OPS technology is limited by the power
consumption required to perform O/E/O conversion of packet
headers. Recent studies are questioning the ability of OPS
to reduce power consumption when compared to present-day
electronic routers [1].

In this paper, we propose an approach for building optical
packet networks without resorting to any optical buffering,
signalling or header processing. The proposed solution is
particularly suitable for corporate networks, access networks
and data centers. Buffering and routing operations are per-
formed electronically at the network edge, while packets are
transmitted end-to-end in the optical domain. Contentions are
resolved through a simple first-come first-served policy: the
first optical packet to arrive goes through while the others are
blocked and sent back to their source node, as explained in
the following.
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II. OPTICAL DEVICES AND NETWORKS

We propose to resolve contention by means of a new optical
device, that we call a Dynamic Optical Combiner (DOC). A
DOC has N input ports and a single output port. At any given
time, at most one of the input optical signals is transmitted
to the output. Specifically, the first input to become active is
allowed to pass; during the transmission, any other input signal
is blocked and redirected to the source using the same fiber
on which the signal arrived. Importantly, the cost, complexity
and power consumption of a DOC is practically independent
of the data rates.

The feedback mechanism used by the DOC is similar
in principle with the concept of protection against collision
described in [2] for star-coupler based WDM systems. The
feasibility of the feedback mechanisms has recently been
demonstrated experimentally in the context of array waveguide
grating router (AWGR)-based optical interconnects [3].

DOCs can be used to build a wavelength-routed optical
packet switch, that we call optical switch-combiner. Specif-
ically, the WDM signal received on each input fiber is first
demultiplexed into W different optical signals, one for each
wavelength channel. The optical signals are then separated into
W wavelength planes, i.e., signals transmitted on the same
wavelength but on different input fibers are grouped together
and sent to a DOC. The latter will allow only one of the
input signals to pass at any given moment. The output signal
of each DOC is an aggregation of the data transmitted on all
input fibers, on a given wavelength channel. This signal is then
transmitted to some predefined output port(s).

Optical switch-combiners can be used to build wavelength-
routed optical networks in which every wavelength is associ-
ated to a specific set of destinations. The network consists of
a set of edge nodes that transmit and receive data in the form
of optical packets and a set of optical switch-combiners that
multiplex and forward these packets, possibly dropping some,
as described previously.

Each edge node is equipped either with a tunable transmitter
so as to select the appropriate wavelength, depending on
the destination of the optical packet, or with a simpler, less
expensive, fixed transmitter, configured on the appropriate
wavelength, if the edge node transmits data to a single set
of destinations. Each transmitter is characterized by some bit
rate R, typically equal to 1 or 10 Gbit/s.

Edge nodes are also equipped with one or several fixed
receivers, depending on the wavelengths on which they receive
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data. These wavelengths may be shared with other edge nodes
in order to maximize the network utilization. In particular, an
optical packet sent by some source on wavelength w to some
specific destination is usually received by a set of nodes, all
receiving data on wavelength w. These edge nodes convert the
received signal to the electronic domain and process the packet
header in order to identify the packets addressed to them. Note
that the packet headers are only processed at the network edge
to determine the destination; the switch-combiners multiplex
and forward packets based on the activity of the input ports
on the different wavelengths, without any header processing.

The edge nodes generate traffic in the form of flows (e.g.,
data transfers, voice calls, video streams) that compete for
access to the network. A Medium Access Control (MAC) is
thus required to enforce some form of fairness in the sharing
of network resources. We consider a simple access scheme in
which every flow delays the transmission of each of its packets
by some random backoff time, as in IEEE 802.11 networks
for instance. Specifically, after every packet transmission a
flow goes into an idle state of random duration. When the
backoff period ends, the flow becomes eligible for transmission
if the transmitter is free; otherwise, the flow waits for another
backoff time.

The proposed MAC regulates access to each transmitter
and to each wavelength. Note that this fully distributed MAC
does not prevent from packet collisions inside the network;
it is the role of switch-combiners to resolve the contentions
by letting one packet pass and by redirecting the colliding
packets back to the corresponding sources. These packets are
then retransmitted after some random backoff time, according
to the above access scheme.

III. PERFORMANCE EVALUATION METHOD

We assess network performance through some variants of
the Engset model at the packet level and processor-sharing
queues at the flow level. Specifically, n flows sharing a
common transmitter according to the above access scheme can
be modeled using the Engset model [4] with a single circuit.
Indeed, the flows sense the transmitter and can immediately
determine whether the channel is occupied. The flow only
transmits if the transmitter is sensed idle; otherwise the flow
waits for another random backoff time before re-attempting a
transmission. On the other hand, n flows sharing a common
wavelength channel at the output of the DOC cannot sense the
state of the channel, i.e., they are not aware of the wavelength
occupancy. This corresponds to the generalized Engset model
[5] which is no longer tractable and some approximations are
needed to get explicit expressions. To this end, we propose to
use a simple fixed-point approximation [6]. This approxima-
tion allows to derive expressions for both homogeneous and
heterogeneous sources. We show the accuracy of the proposed
approximation by comparing the results obtained using it with
results obtained through simulations.

We then apply the previous packet-level contention models
to estimate the throughput and delay performance of the

proposed solution. The flow-level model corresponds to a
processor-sharing queue with state-dependent service rate. We
use this flow-level model to assess the throughput achieved by
elastic flows and the delay incurred by real-time traffic such as
video streaming or voice applications. Our results show that
performance is comparable to that of electronic networks of
same capacity, both in terms of throughput and packet delay.
The key advantages of our solution are the scalability in the
input data rates and a huge gain in power consumption. Indeed,
we show that the power consumption of the proposed solutions
dynamically varies with the network load, bringing reductions
of one order of magnitude or more.

IV. CASE STUDIES

We illustrate the practical interest of our solution in the case
of access networks and data centers. We show that an access
network of 4,000 users and an aggregate capacity of 80 Gbit/s
can be built using 4 switch-combiners, each equipped with two
DOCs for resolving contention on the upstream wavelength
channels. We also show that the proposed optical networks
can be used to build a data center of 12,000 servers using
only 80 wavelength channels, each operating at 1 Gbit/s. By
reutilizing wavelengths over non-overlapping segments of the
data center, the total traffic which can be sustained by the
considered data center is 6 Tbit/s. Using both simulations and
the methodology described in the previous section, we show
that performance in terms of throughput and delay is excellent
for both the data center and the access network.

V. CONCLUSION

We have propose a novel optical device based only on
off-the-shelf components, able to resolve packet contention
optically without requiring any electronic signalling or header
processing. We show that this simple component can be
used as a building block for all-optical packet networks. We
analyse the performance of the proposed optical networks
using variations of the Engset model at the packet level and
processor sharing queues at flow level. The practical interest of
these networks is illustrated in the context of access networks
and data centers. Future work will be focused on the control
plane and on recovery issues in case of failures.
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