Trading off Power Consumption and Delay in Packet Forwarding Engines with Adjustable Service Rate
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Abstract—This paper presents an Adaptive Rate (AR) control policy for trading off power consumption and performance of packet forwarding engines. We assume a Forwarding Engine (FE) whose power can be scaled through Dynamic Voltage and Frequency Scaling (DVFS) and Clock Gating (CG). In a typical architecture, data packets are always transferred at the maximum speed consuming the maximum power. We proposed to tradeoff energy efficiency and forwarding performance of the FE by acting on the power-delay product. To this purpose, we provide an optimization framework for dynamically adjusting the capacity of single server queuing system. Then, we design a practical AR policy, which can be easily extended for multi-core/multi-processor architectures. The performance evaluation revealed that a significant power reduction is experienced when using our policy, with a small increase of packet delays during low traffic condition and without compromising performance during peak hours.
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I. INTRODUCTION

Energy management in network devices is becoming a crucial issue. Despite obvious environmental reasons, this interest springs from heavy and critical economical needs, since both energy cost and network electrical requirements have shown a continuous growth with an alarming trend over the past years [1]. It is well known that network devices are dimensioned according to peaks in the load. As a consequence, the more the network capacity, the more would be the energy required to supply devices. It has been observed that communication networks are mainly under-utilized during normal operations, leaving a large room for energy savings [2]. However, the power consumption of current networking equipment remains more or less constant even in the presence of fluctuating traffic loads. This situation suggests the possibility of adapting network capacity and energy requirements according to the actual traffic profiles [3].

As regards the breakdown of energy consumption among the device parts, Tucker et al. [4] focused on high-end router platforms, and decomposed the energy requirements on the basis of network-specific functionalities. They estimated that internal packet forwarding engines represent one of the most energy-hungry components in many network devices and require about 32% of the overall energy.

Starting from these considerations, we faced the possibility of introducing power saving strategies in forwarding engines.

In detail, we assume the FE can save power through dynamic voltage and frequency scaling and clock gating.

We aim to improve the energy efficiency of the FE without compromising its forwarding performance by exploiting an online adaptive rate policy. Our approach is to tradeoff power consumption and forwarding performance by acting on the power-delay product. To this purpose, in Section II we provide an optimization framework for dynamically adjusting the processor performance. For the sake of simplicity we considered a single server queue system with the aforementioned power saving capabilities. Then, in Section III, we propose a practical adaptive rate policy, which can be easily extended for multi-core/multi-processor systems. Finally, Section IV and Section V report the performance evaluation and conclusions, respectively.

II. OPTIMIZATION FRAMEWORK

A. The Power Consumption Model

Most of the power saving techniques currently studied by the research community already exist in general purpose processors. The most common power saving technologies are DVFS and CG. DVFS allows dynamically modulating the capacity of a processor by tuning the clock frequency and supply voltage, while CG exploits short inactivity periods to disable portions of the circuitry.

Assuming the FE supports DVFS and CG mechanisms, we can derive an analytical power consumption model of the system.

The power consumption of a CMOS based processor arises from two main contributions: a static and a dynamic one.

\[
\Phi = \Phi_{\text{stat}} + \Phi_{\text{dyn}}
\]  

(1)

The static power dissipation, $\Phi_{\text{stat}}$, mainly depends on the CMOS size, the silicon operating temperature and the supply voltage $V_s$, and it can contribute to the 42%-50% of the total power in 90-65 nm processor, respectively [5]. Because of the complex relationship between $V_s$ and $\Phi_{\text{stat}}$ and its dependency to circuit-level features, we assumed it to be constant.

The second term, $\Phi_{\text{dyn}}$, derives from the charging and discharging of the total processor's capacitance during operations, and it somehow represents the “ideal” power absorption of the circuit, since it is due to the real transitions of
CMOS logical states [6]. In more detail, $\Phi_{\text{dyn}}$ can be expressed as:

$$\Phi_{\text{dyn}} = v C V_{xx}^2 f_x$$  \(2\)

where $v$ is the fraction of gates actively switching, $C$ is the total transistor gate capacitance of the entire module, $V_x$ is the supply voltage, and $f_x$ is the clock frequency.

As previously sketched, DVFS reduces power by scaling the operating clock frequency and supply voltage. In detail, the implementation of DVFS is generally performed by pre-selecting a set of feasible and stable couple of $V_x$ and $f_x$.

In a DVFS-capable processor, $V_x$ raised to some power $\gamma$ and $f_x$ are proportional, $f_x \propto V_x^{\gamma}$ (with $0 < \gamma \leq 1$) [7]; this implies $V_x \propto f_x^{1/\gamma}$. Moreover, the working frequency is linearly related with the packet service rate of the FE:

$$f_x = \beta \mu_x$$  \(3\)

where $\beta$ is the number of cycles needed to forward a packet and can be assumed constant. $\mu_x$ is the packet service rate of the engine when working at the clock frequency $f_x$.

Given the relationship between the supply voltage and the working frequency and by substituting (3) in (2), the dynamic power consumption turns out to be:

$$\Phi_{\text{dyn}}(\mu_x) = K \mu_x^{(1+\gamma)}$$  \(4\)

where $K$ is a hardware-dependent parameter, which includes the CMOS capacitance $C$, $\beta$, and the proportionality constant between $V_x$ and $f_x$.

The clock gating techniques cut off dynamic power consumption during idle periods, by selectively stopping clock signals to portions of the circuit. As a result, during idle periods the dynamic power is negligible and the power consumption is dominated by the static power only [6].

The optimization problem in (11) admits a unique simple analytical solution:

$$\mu^* = \theta \cdot \lambda = \frac{-3+7\alpha+\sqrt{1-10\alpha+17\alpha^2}}{-4+8\alpha} \lambda$$  \(12\)

As observed in [7] and [12], the processor speed is almost linearly related with the supply voltage; so, in the rest of this paper we will suppose $\gamma = 1$, which implies a cubic relationship between the working speed and the dynamic power consumption. Thus, by substituting (6) in (5), the power consumption of the FE turns out to be:

$$\Phi(\mu_x) = \Phi_{\text{stat}} + K \mu_x^3 \left(\frac{\lambda}{\mu_x}\right)^{1/\alpha}$$  \(7\)

B. The Optimization Problem

Given the power consumption model described in the previous section, we can formulate an optimization problem.

The objective of the optimization problem is to find the optimal service rate, which minimizes the power-delay product and satisfies the throughput requirements. Note that if we take the average queue traversal delay per packet, the power-delay product represents the average energy consumed by the system to serve a packet.

However, since $\Phi_{\text{stat}}$ is constant and does not depend on traffic load and processor speed, it makes sense to consider in the product only the energy spent in the dynamic part, which is consumed (in addition to the static component) only when the processor is active (i.e., for a fraction $\rho$ of the time). We consider then the following cost function:

$$J(\mu_x) = \Theta(\mu_x) T(\lambda, \mu_x)$$  \(8\)

where:

$$\Theta(\mu_x) = \Phi_{\text{stat}} + K \mu_x^{(1+\gamma)} S(\rho)$$  \(9\)

and $T(\lambda, \mu_x)$ is defined as:

$$T(\lambda, \mu_x) = \frac{1}{2 \mu_x} \left(\frac{2-\rho}{\mu_x}ight)$$  \(10\)

Note that Eq. (10) describes the delay function of an M/D/1 queuing system. On one hand, the assumption of Poisson arrival traffic can be a good approximation for highly aggregated traffic [13], as it is in the case of backbone links. On the other hand, despite the possible inaccuracy of the M/D/1 delay approximation, it results to be an effective penalty function with respect to the saturation of the processor capacity.

We solved the optimization problem in the continuous domain by relaxing the discrete variable $\mu_x$. This leads to the following optimization problem:

$$\min_{\mu_x} \Theta(\mu_x) \left(\frac{2-\rho}{\mu_x}\right)$$  \(11\)

Where $\mu \in \mathbb{R}$.

The optimization problem in (11) admits a unique simple analytical solution:
Note that the more efficient is the CG mechanisms ($\alpha \to 1$) the higher the optimal speed, since most of the power can be saved by exploiting idle periods. On the contrary, if $\alpha \to \infty$, (i.e., the CG provides a poor energy gain), the optimal speed decreases to save energy with DVFS. Furthermore, since $\mu^2$ is linearly proportional to $\lambda$, the energy-aware queue system tends to operate at a constant utilization factor $\rho = \frac{1}{\bar{\lambda}}$.

Equation (12) gives the optimal service capacity in the continuous domain, but as explained in Section II-A the hardware implementation of DVFS generally provides a discrete set of couples of $V_k$ and $f_k$. For this reason, in the next section we provide a practical AR policy, which exploits the result in (12) to adapt the service capacity of the forwarding engine to the load.

III. THE ADAPTIVE RATE POLICY

Starting from the result obtained in the previous section, we consider a simple multi-threshold policy. In detail, given the set of $X$ working frequencies $\{f_0,f_1, ...,f_X\}$ (where $f_i < f_{i+1}$) and, consequently, the set of associated packet service rates $[\mu_0,\mu_1, ...,\mu_X]$, it is possible to obtain the $X-1$ thresholds of our policy by inverting (12):

$$\lambda_x = \frac{1}{\rho} \mu_x$$

(13)

when the traffic rate $\lambda$ exceeds the threshold $\lambda_x$, the policy increases the speed to $\mu_{x+1}$ in order to meet (12). Differently, when the traffic is between $\lambda_{x-1}$ and $\lambda_x$, the policy sets the speed $\mu_x$. In this way the selected speed is always $\mu_x \geq \mu^2$, providing a sub-optimal cost index.

A key element of every AR policy is the traffic prediction mechanism. In general Internet traffic has self-similar and long-range-dependent dynamics and statistical features, which are hard to be accurately captured at any time-scales by traffic models [14]. Sophisticated traffic models also require the collection of traffic data and parameters, generally not available to network devices (e.g., packet inter-arrival time, traffic burstiness, etc.). Furthermore, a complex traffic predictor may require a high computational capacity, which can introduce non-negligible additional power consumption.

For these reasons, we suppose the FE to be only able to count the number of packets, $p$, received during a time window $T_w$. The estimated packet rate defined as $\tilde{\lambda} = p/T_w$, is used as an input of the traffic predictor. Similarly to [3] and [15], we decide to use an Exponentially-Weighted Moving Average Predictor (EWMAP). The EWMAP generates the predicted value for the next time interval via a linear combination of the last observed value $\hat{O}(t-T_w)$ and the previous predicted value $P(t-T_w)$:

$$P(t) = \omega P(t-T_w) + (1-\omega) O(t-T_w)$$

(14)

The weight factor $\omega \in [0,1]$ controls the reactivity of the predictor. In fact, small values of $\omega$ result in a more agile predictor. The time window $T_w$ plays an important role for any linear predictor and needs to be carefully selected. A too small $T_w$ may not allow the EWMAP to gather sufficient information to accurately predict the next packet arrival rate. On the other hand, a large time window decreases the reactivity of the predictor to sudden increases of traffic.

The authors in [15] performed and exhaustive performance evaluation of the EWMAP. They tested the predictor by using several real traffic traces of different backbone links, and they conclude that agile predictors are better suited for AR applications, providing an average prediction error of less than 2%.

Although higher values of $T_w$ could produce better performance in terms of prediction error, since the number of available clock frequencies is usually not greater than 16 and service capacity is always set greater than the predicted $\lambda$, the capability of quickly detecting the thresholds crossing has an higher priority with respect to the prediction’s accuracy. Starting from these results, we set the time window equal to $100$ ms and $\omega = 0.2$.

Because of the agility of the used prediction mechanism, our AR policy can produce quite a few frequency transitions, which introduce an additional delay in the packet service time. Usually the time required to change the working frequency in DVFS processors is $10$ ms [18] while no packet forwarding can be executed. In order to moderate the effects of the frequency scaling, we introduced a hysteresis behavior. In detail, after a change in the processor's speed, the policy must waits $1$ s (which corresponds to ten times the time window $T_w$) before reducing again the frequency. In this way, even considering the unlikely case where the traffic continuously crosses up and down thresholds every second for $24$ hours, only $0.8640$ seconds of processor time are wasted in useless frequency switching.

To evaluate the performance of the proposed policy, we assumed a maximum packet service rate of $\mu_{\max} = 1.488$ Mpps, corresponding to the maximum packet arrival rate in a $1$ GbE link. Differently, to decide the minimum service rate we have to take into account of the practical implementation limits of DVFS. As reported in [16], DVFS processors limit the minimum voltage to approximately half of the maximum $V_c$, thus, $\mu_{\min}/\mu_{\min}$ is usually in the range $2-3$ [16], [17], [18]. Accordingly, we set the lowest processing speed to $\mu_{\min} = 595.3$ kpps. By considering packets of the minimum size (i.e., 64 Byte), $\mu_{\min}$ corresponds to the $40\%$ of link utilization. Note that $f_{\max}/f_{\min} = \beta \mu_{\max}/\beta \mu_{\min} = 2.5$, which is coherent with the data of several DVFS processors. Regarding the other frequencies, we consider two sets of equally spaced speeds, one composed by $4$ clock frequencies and one composed by $13$ clock frequencies, denoted as $4$-speeds and $13$-speeds respectively. Finally, according to the experimental results in reference [10], we set the parameter $\alpha = 2$.

Figure 1 depicts the resulting “autonomic profiles” of our AR policy for both the speed sets compared with the Business As Usual (BAU) case (where no AR mechanism is applied). In detail, Figure 1-(a) shows the FE’s packet service rate according to the traffic load\footnote{In the rest of this paper we will consider the percentage of traffic load calculated with respect to the maximum packet arrival rate in a $1$ GbE.}, while Figure 1-(b) depicts the...
normalized dynamic power calculated with Eq. (7). Note that approximately after the 50%-60% of traffic load, both the versions of the AR policy select the maximum working speed, guarantying the maximum forwarding performance during high traffic periods. In this respect, nothing prevents the designer to increase the parameter θ in order to have more conservative autonomic profiles.

Indeed, according to Figure 1-(a), in low load regime (i.e., below ~25% of link utilization), the policy select the minimum service rate. Therefore, the average system traversal delay starts to grow accordingly to traffic load until the latter exceeds the first threshold λq. As a consequence of that, a higher service rate is selected and because of the lower server utilization the average delay decreases.

As one can better observe in Figure 2-(a), this oscillatory behavior of the packet delay is repeated every time the traffic rate exceeds the policy's thresholds. Finally, when the policy sets the maximum service capacity, the packet delay curve returns to increase as in the typical M/D/1/K queue system. The performance provided by both the 4-speeds and 13-speeds policies are very similar, but in the latter case the delay curve is smoother. This is because having a higher number service capacities allows a more fine-grained adaptation to the traffic load levels.

As clarified by the previous figures, in our proposed policy, lower consumption is traded with a small increase of packet delays. However reducing the service capacity can also causes higher queue occupancy. This may lead to buffer overflows and throughput reduction. To address this important issue, we have plotted the average queue's length in Figure 3.

By observing Figure 3 we can note that the queue size remains very close to the BAU case, with very small variations. Furthermore, for traffic loads in the range of 25%-60% the queue occupancy appears to be almost constant with respect to the load. Indeed, the occupancy of a queuing system under Poisson traffic and deterministic service time only depends on ratio λ/μ, but according to our AR policy the packet service time is linearly proportional λ, therefore the queue size tends to be constant, being constant λ/μ.

Regarding the energy efficiency, Figure 4 depicts the normalized dynamic power according to the traffic load.

As expected, the 13-speeds version of the policy provides a smoother power profile curve, however, it only provides an additional average power gain of ~4%.

In general, both the two sets of speeds provide good levels of power saving at price of accepting a small loss in the forwarding performance. For instance, by considering an average link utilization of 30% and by only increasing the average packet latency of 1.5 μs, we can potentially save the

---

**Figure 1.** Packet service rate (a) and dynamic power consumption (b) for the following cases: Business As Usual (BAU), adaptive rate with 4 clock frequencies (4-speeds) and adaptive rate with 13 clock frequencies (13-speeds).

**Figure 2.** Average packet delay vs. traffic load under the 4-speeds (a) and 13-speeds (b) AR policies compared with the BAU case.

**Figure 3.** Average number of packets in the queue under the 4-speeds (a) and 13-speeds (b) AR policies compared with the BAU case.

**Figure 4.** Normalized dynamic power vs. traffic load for the 4-speeds (a) and 13-speeds (b) AR policies compared with the BAU case.
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90% of dynamic power (corresponding to the 45% of the overall power for a 65 nm CMOS chip).

Despite these periods of temporary absence of service, the proposed policy guarantees a very low average number of packets in the queue, (fewer than 6 packets as shown in Figure 7). This prevents buffer overflow and consequently packet loss.

The results obtained so far revealed that a good tradeoff between forwarding performance and energy efficiency is experienced when using our optimization policy. However in real scenarios, the AR operates in presence time variant (non-stationary) packet arrival rate. Thus, the only use of stationary traffic is not sufficient to evaluate the system performance.

With this in mind, we perform further simulations by using a 120 second long synthetic traffic trace showed in Figure 5. Specifically, Figure 5 shows the average traffic load according to the simulation time. The traffic trace is divided in 3 second long time slots; in each slot the packet inter-arrival time is exponentially distributed. We tune the traffic profile so that the average link utilization over the duration of the simulation is around 35%. Every 100 ms of simulation, we calculated the average packet latency, the average queue occupancy and the power consumptions.

Figure 6 shows the packet latency during the simulation for both the set of speeds. In both the cases the average packet latency hovers approximately in the 1-10 µs range. However for the 13-speeds case, depicted in Figure 6-(b), we can observe more frequent latency peaks especially in the 40-65 s time window, where the traffic exhibit an high coefficient of variation. In fact, due to the more fine-grained resolution of the 13-speeds set, more variable traffic causes more frequent service interruption periods.

Figure 7. Average number of packets in the queue according to the simulation time under the 4-speeds (a) and 13-speeds (b) AR policies compared with the BAU case.
Finally, Figure 8 shows average normalized power dissipation according to the simulation time. As already noticed in Figure 4, the 13-speeds policy version provides higher savings. This is because the system can work closer to the optimal operating point, thanks to the higher speed resolutions.

Figure 8. Average dynamic power under the 4-speeds and 13-speeds AR policies according to the simulation time.

However, in our case-study the 4-speeds and 13-speeds policies allow to save the 65% and 67.5% of dynamic power (corresponding to 32.5% and 35% if with consider a static power weight of 50%), respectively. Thus, in the latter case only an additional 2.5% of dynamic power is saved.

Starting from these estimations, it is clear that energy efficiency could be improved through a small number of service capacities. Moreover, if incoming traffic is relatively “unstable”, a large set of working frequencies could cause too frequent frequency oscillations, which increase the average packet delay.

V. CONCLUSION

We considered a forwarding engine whose power consumption can be scaled through DVFS and CG. Our main objective was to improve the power efficiency of the FE without compromising its performance. To this purpose we proposed an optimization framework to dynamically optimize the power-delay product and we designed a lightweight AR policy. The performance evaluation was conducted using a discrete-time simulator. We showed that significant improve of energy efficiency is experienced when using our policy. The power gain is exchanged with a small increase of packet delays. Findings also show that it is not necessary to support a large number of different clock frequencies, because a number of 4 is enough to achieve significant reductions in the global power consumption. On the contrary, a large number of clock frequencies could lead to more frequent frequency oscillations, which can compromise the forwarding performance.
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